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All payload received by DDR ➔ frame removed from buffer
Problem illustration

Port labels: port 5, port 4, port 3, port 2, port 1

Nodes labeled: ETH, ETH, ETH
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