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- Tasks interfere through shared main memory
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- \( C_i^m + C_i^m \times (n - 1) \)
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• The number of cores is expected to increase
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• The idea of trading cores for memory bandwidth
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• Consider a task with the following parameters:
  \[ C_1^m = 50, \quad C_1^e = 100 \quad \text{and} \quad D_1 = 150 \]
• For simplicity, assume \( L_1 = 0 \).
• We recall that the makespan bound is:

\[
C_i(q_i, m_i) = \frac{C_i^m}{q_i} + \frac{C_i^e - L_i}{m_i} + L_i
\]

• The makespan \( C_1(1,1) = 50 \times 1 + 100/1 = 150 \)
• The makespan \( C_1(1/2, 2) = 50 \times 2 + 100/2 = 150 \)
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Assignment Algorithm

• Assign each task $q_i$ and $m_i$ such that

$$\sum_{i=1}^{n} q_i \leq 1 \text{ and } \sum_{i=1}^{n} m_i \leq m$$

• We propose three algorithms:
  (1) Optimal algorithm with $q_i \in \mathbb{R}$
  (2) Harmonic RR with $q_i = 1/2^j$
  (3) Software-based regulation
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- $\Delta_i(m_i) = q_i(m_i) - q_i(m_i + 1)$

- $\Delta_i(m_i) > 0$ and $\Delta_i(m_i) > \Delta_i(m_i + 1)$

The function $\Delta_i(m_i)$ is decreasing and convex.
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Harmonic RR \( (q_i \in \{1/2^j\}) \)

\[ \Theta_i(q_i) = \frac{q_i - \frac{q_i}{2}}{m_i(\frac{q_i}{2}) - m_i(q_i)} \]

• We design the algorithm to continue until achieving 100% bandwidth utilization.
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\[ q_1 + q_2 = 1 \]
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- \[ \left\lfloor \frac{c_i^m}{Q_i} \right\rfloor \times P + P \]
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• Federated scheduling is an elegant approach for parallel tasks
• Previous research did not consider memory time
• In this work, we show how to integrate memory time
• We introduce a novel method to trade cores for memory bandwidth
• We propose three algorithms for this method
• The results indicate a significant improvement over nRR